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Chapter 6

Are Inflected Forms Stored in the Lexicon?

Joseph Paul Stemberger & Brian MacWhinney

Lexical items are a fundamental part of a speaker's knowledge of language. However, it is not always clear what items should be listed in the lexicon. There has been major disagreement in both linguistic theory and psycholinguistics over the status of inflected forms. Should all members of an inflectional paradigm be given separate entries in the lexicon? Or should there be only one entry for each paradigm, with the individual inflected forms being created by applying an inflectional rule to a base form? We examine this issue from a psycholinguistic perspective, bringing to bear data that we hope resolve this issue for language production. In addition to addressing the question of whether inflected forms are stored, we also address the question of how they might be stored.

Proposals about the representation of inflected forms fall into three main "generic" approaches. One approach is full suppletion: all inflected forms are stored in the lexicon as single units, as if they were monomorphemic (Leben and Robinson, 1977; Bybee, this volume). There may additionally be some form of redundancy rule that relates an inflected form to the other members of its paradigm and to other forms with the same affix. Regular and irregular forms are parallel in this approach, as in (1).

(1)  \{FREEZE\} → /frouz/ [+past]

/ fri:z/ elsewhere

\{WALK\} → /wa:k/ [+past]

/ wa:k/ elsewhere
An opposite approach is possible, where no inflected forms are stored in the lexicon, but are rather produced by lexical-item-free rules that take a base form as input and give an inflected form as output. This is possible with regularly inflected forms as in (2), but not with irregular forms, where some form of lexical conditioning is required.

(2) Regulars: *v* | T v)/[+ past]

The last generic position is an intermediate one; it holds that at least some regularly inflected forms are stored in the lexicon, but that they are stored as two items. Minimally, this would involve storing the words as a sequence of two morphemes (Jackendoff, 1975), but could also involve the use of lexically conditioned rules, as in (3).

(3) ae

| [... V C, v)/[+ past],{SING, STINK, RUN, ...} v* | T v)/[+ past],{WALK, ASK, SNEEZE, ...} |

Of course, there is no reason why one must take any one of these positions for all inflected forms. It is fairly popular to take one position for irregular forms (generally suppletion) and a different one for regular forms (generally lexical-item-free rules) (Bybee and Slobin, 1982; Kiparsky, 1982). There is very little data that allow us to choose between these options. All of them can account for the basic linguistic data, differing primarily on simplicity and what generalizations are captured. And there is little agreement on what is simple or on what generalizations should be captured. (In order to account for productivity, the full-suppletion approach requires an explicit formulation of analogy or the assumption that rules exist but are used only to relate forms in the lexicon and to create forms not stored in the lexicon (Aronoff, 1976; Butterworth, 1983).

Psycholinguistics has only been able to partially resolve the issue (see Butterworth, 1983). It has generally been assumed that irregular forms are stored in the lexicon, but it is not clear how. Perceptual studies have often maintained that the base and inflection of regularly inflected forms are perceived independently (Stanners et al., 1979; Kempley and Morton, 1982), but other researchers have suggested that the results are compatible with supplevtive storage, as long as members or a paradigm are clustered in some special way (Bradley, 1980; Lukatela et al., 1980). There is some evidence that young children may store inflected forms (and syntactic phases) as unanalyzed units (MacWhinney, 1978; Peters, 1983), but no evidence that such storage continues into adulthood (or even past the age of 6). Walsh and Parker (1983) report that the /s/ of the plural morpheme is 9 msec longer than a nonmorphemic /s/ in homophones words, suggesting that inflected forms are at least analyzed into two morphemes. Stemberger (1985b) reviews evidence from speech errors and argues that regularly inflected forms appear to be controlled as two morphemes in language production, and that inflectional rules are needed to account for errors where irregular forms are regularized (e.g., chose instead of chose), at least within one type of language-production model. Thus, there is some evidence for inflectional rules, but none that really addresses the question of whether inflected forms are stored in the lexicon. Since lexical storage and rules are compatible (the third position outlined above), this leaves us uncertain about what is stored in the lexicon.

Psychology provides us with two clear tests of whether forms are stored as units or not. (a) Given storage, units that are of high frequency should be produced faster and more accurately than units that are of low frequency (Atkinson and Shiffrin, 1968; MacKay, 1982). Frequency effects derive from storage and cannot differentiate two items if neither is stored. (Of course, if a frequency effect is present, it only tells us that high-frequency forms are stored. It gives no information about whether low-frequency forms are stored, since storage is assumed to increase the speed and accuracy of processing relative to no storage.) (b) Given storage, items that are similar will tend to reinforce each other and lead to faster, more accurate performance (Rumelhart and McClelland, 1982; McClelland and Elman, 1986). This is a form of analogy and has sometimes been termed extended analogy (e.g., Stemberger, 1985b). These “gangs” of similar items also tend to interfere with the processing of other lexical items that are similar to the members of the gang. Such “gang effects” must be present if items are stored, and cannot be present if items are not stored.

Frequency effects are present if inflected forms are stored in the lexicon, but absent if no inflected forms are stored in the lexicon. Some inflected forms are of high frequency and are used very often, for example, ended (Francis and Kucera, 1982). Other inflected forms are of low frequency and are used comparatively rarely but are nonetheless quite familiar, for example, mended (Francis and Kucera, 1982). If both are stored in the lexicon, the higher frequency of ended will entail that it is produced more rapidly than mended is, and that it will be less susceptible to error than mended is. This is especially true of a particular type of error that we call a no-marking error, where the speakers errs by accessing the base form where an inflected form was required, for example, end or mend. (We focus on no-marking errors in this chapter, since this is the most common type of error on regularly inflected forms in English.) The high frequency of ended guarantees more accurate access of the inflected form and fewer errors where the base form is accessed instead. If neither inflected form is stored, the difference in frequency of the inflected form is irrelevant, since this frequency is not represented anywhere in the system. The only frequencies that can matter are the frequency of the inflection and the frequency of the base. The frequency of the inflection is relevant only to access of the inflection, with more accessing failures
no-marking errors) on low-frequency inflections than on high-frequency inflections; Stemberger (1985a) demonstrates that this is at least partly the case. However, it cannot differentiate ended and mended, since the same inflection (and the same allomorph of that inflection) is involved in both forms. The frequency of the base should matter to the access of the base, with high-frequency base forms showing fewer accessing errors than low-frequency base forms (Stemberger, 1984; Stemberger and MacWhinney, 1986a). However, there is no reason to expect that success or failure with accessing the base should in any way influence the success or failure with accessing the inflection, since the two morphemes are being accessed independently. Thus, the high frequency of a base such as end could not lead to a more accurate access of the following -ed than the low frequency base mended. (We argue this point in more detail below.) Thus, we expect to find frequency effects if inflected forms are stored in the lexicon in some fashion, but no frequency effects if they are not stored in the lexicon.

Study 1: Naturally Occurring Error Data

Naturally occurring speech errors were taken from the first author’s corpus of 7220 errors that occurred spontaneously in natural speech. All errors were made by adult native speakers of English. (For details of collection procedures, see Stemberger 1984, 1985a.) No-marking errors on the past and perfect forms of all verbs (except for the auxiliaries was, were, did and had) were identified. In all cases, the linguistic and/or extralinguistic context clearly required the verb to be in the past or perfect form, but it was produced with the simple base form of the verb instead, as in (4).

(4)  
  a. Boy, that draw him out—drew him out.
  b. What was it you just sing? (sang)
  c. So we test ‘em on it. (tested)
  d. That’s what I need to do. (needed)

Frequency values per million words of printed text for each of the past and perfect forms of English were derived from Francis and Kucera (1982). The verbs were divided into regular and irregular verbs. The regular and irregular verb groups were then divided into high-frequency and low-frequency groups. The high-frequency groups contained those inflected forms with a frequency of 35 occurrences per million words or greater; the low-frequency groups contained the inflected forms with a frequency less than 35. A frequency of 35 was chosen because it is close to the midpoint of the frequency distribution of all inflected forms, such that half the tokens of inflected forms are accounted for by forms with a frequency of 35 or greater, and half by forms below 35. The frequency distribution for any given inflection differs from this, but 35 was used to ensure uniform treatment across inflections. The number of verbs in each group was summed, giving an estimate of chance for each group. The raw number of errors on verbs in each group was divided by the group frequency to yield an approximation of the error rate.

The results for the irregular verbs are given in (5).

(5)  
<table>
<thead>
<tr>
<th>Individual frequency</th>
<th>Group frequency</th>
<th>Number of errors</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>low</td>
<td>1735</td>
<td>17</td>
<td>.00980</td>
</tr>
<tr>
<td>high</td>
<td>15012</td>
<td>39</td>
<td>.00260</td>
</tr>
</tbody>
</table>

The first column tells if the past tense verb is of high or low frequency. The second column gives the number of verb tokens in these groups in Francis and Kucera (1982). The third column gives the number of observed errors in the corpus, and the fourth gives the approximation of an error rate discussed above. Most tokens of irregular past and perfect forms belong to high-frequency verbs. While there are more errors on high-frequency verbs, this is due solely to the greater level of chance. In fact, 30.4% of the errors occurred on low-frequency forms, which is significantly greater than the chance rate of 10.4% ($\chi^2 (1) = 23.90, p < .0005$). This frequency effect entails that at least high-frequency irregular forms are stored in the lexicon.

The results for the regularly inflected forms are given in (6).

(6)  
<table>
<thead>
<tr>
<th>Individual frequency</th>
<th>Group frequency</th>
<th>Number of errors</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>low</td>
<td>21305</td>
<td>24</td>
<td>.00113</td>
</tr>
<tr>
<td>high</td>
<td>16315</td>
<td>11</td>
<td>.00072</td>
</tr>
</tbody>
</table>

Somewhat fewer than half of the tokens of regular past and perfect forms are associated with high-frequency forms. There is a greater error rate on low-frequency forms than on high-frequency forms, but this failed to reach significance ($\chi^2 (1) = 2.03, p < .10$). The observed differences in error rate imply that at least high-frequency regularly inflected forms are stored in the lexicon, but we cannot be certain of this, since the differences were not significant. Note that the error rate on the low-frequency regular forms is nonetheless lower than the error rate on the high-frequency irregular forms ($\chi^2 (1) = 10.97, p < .001$), suggesting that regular forms are easier to access than irregular forms. This might water down the effect of frequency differences through a floor effect; the production of regular forms is so easy that low-frequency forms are not at that great a disadvantage, and there were consequently few errors in the corpus to detect a significant difference.

To more reliably test our hypothesis, we turn to an experimental task that can yield errors more quickly and under more reliable conditions (MacKay, 1976; Bybee and Slobin, 1982; Stemberger and MacWhinney, 1984, 1986a,b): having subjects produce a given member of a paradigm on presentation of a different member of the same paradigm. In Study 2, we contrast high-frequency and low-frequency verbs in this experimental task.
Study 2: Frequency and Regular Forms

A list of 40 English verbs was constructed, consisting of 10 high-frequency verbs, 10 low-frequency verbs, and 20 distractors. The high- and low-frequency verbs all ended in /t/ or /d/, since such verbs have fairly high error rates (Stemberger, 1981; Bybee and Slobin, 1982; Stemberger and MacWhinney, 1986b). All verbs were monosyllabic and were balanced for frequency and length. We chose the 10 highest-frequency regular past tense forms that fit these criteria and 10 very-low-frequency past tense forms.

The verbs were presented one at a time in the frame was ___ ing in the center of the CRT display screen of an IBM personal computer. The subject read each verb silently, then spoke the past tense form of the verb out loud into a microphone. The instructions emphasized the need to react as quickly as possible. The subject's verbal responses were recorded on audiotape and analyzed for all errors. Subjects were 75 undergraduate students at Carnegie-Mellon University, receiving credit in an introductory psychology course for their participation in the experiment. Note that, unlike with the naturally occurring errors above, the exact error rate can be determined by dividing the number of errors by the total number of trials.

The results are shown in (7).

<table>
<thead>
<tr>
<th>Verb type</th>
<th>Number of errors</th>
<th>Number of trials</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>low frequency</td>
<td>28</td>
<td>700</td>
<td>.037</td>
</tr>
<tr>
<td>high frequency</td>
<td>13</td>
<td>700</td>
<td>.017</td>
</tr>
</tbody>
</table>

There are significantly more errors on low-frequency forms than on high-frequency forms, using a Wilcoxon signed ranks test (two-tailed) over subjects ($p < .05$). This implies that at least high-frequency regularly inflected forms are stored in the lexicon in some fashion. The results are compatible with low-frequency forms being stored in the lexicon, but are also compatible with low-frequency forms being created on-line by a lexical-item-free rule.

There is only one other possible interpretation of these data that does not assume that high-frequency regularly inflected forms are stored in the lexicon, and this interpretation is clearly incorrect. In order for the access of the base form to affect the accessing of the inflection, one must make the access of the inflection a secondary action that follows the access of the base. One must also assume that there is a limited amount of attentional resources available for the access of both base and inflection, so that if all the resources are used up on the base, there will be none left for accessing the inflection. Since low-frequency bases use more resources, it is more likely that none will be left for the inflection, and a no-marking error will result. This predicts a greater error rate on inflections than on base forms, and implies that an error on the base form will invariably lead to an error on the inflection. These predictions are false for normal language production (Garrett, 1980; Stemberger, 1984, 1985b) and for jargon aphasia (Butterworth, 1983). The data from both normal and aphasic behavior imply a certain amount of autonomy between the access of the base and the access of the proper inflected form of that base. Since this alternative makes clearly incorrect predictions about language production, we must conclude that at least high-frequency regularly inflected forms are stored in the lexicon.

There are some data that suggest that high-frequency forms are nonetheless stored as a sequence of two morphemes. Stemberger and MacWhinney (1986a) review the natural speech-error data that suggest that inflected forms have two morphemes in them, in particular the occurrence of shifts of affixes to an incorrect position in the sentence, such as tell-ing-ing for 'telling us.' They report that such shifts are actually more common with high-frequency inflected forms than with low-frequency inflected forms, consistent with the finding that high-frequency lexical items are differentially involved in shifts (Stemberger, 1984). Insofar as shifts are a good argument for analysis into two morphemes (e.g., they are common with inflections but very rare with similar nonmorphemic sequences), it appears that high-frequency items are so analyzed. Since shifts are generally viewed as a postlexical phenomenon (Garrett, 1980; Stemberger, 1984), this entails that inflected forms are treated as two units even postlexically; we return to this implication below.

While these data allow us to draw conclusions about high-frequency regularly inflected forms, they do not allow us to draw any conclusions about low-frequency forms. To address the question of how low-frequency forms are treated in language production, we must turn to another phenomenon that is sensitive to the presence or absence of items from the lexicon: gang effects (Rumelhart and McClelland, 1982; McClelland and Elman, 1986). Gang effects arise in interactive activation models of cognitive processing. Since such models are beyond the scope of this chapter, we just describe the effects without going into detail on how they arise. The interested reader is referred to the articles cited above.

In a gang effect, several words in the lexicon that are similar in form reinforce the patterns of phonemes or letters that they have in common. The strength of the gang (i.e., the degree to which they reinforce the shared pattern) is a function of two things. First, the effect is greater when more phonemes or letters are shared. All other things being equal, a gang with three shared phonemes has more effect than a gang with two shared phonemes. Similarity of the phonemes involved in terms of position in the word and in terms of contiguity also has an effect. Homogeneous gangs that have the shared phonemes or letters in identical positions with the same items contiguous are stronger gangs. Second, the number of members in the gang has an effect. If two gangs are identical in terms of similarity of phoneme or letter patterns, the stronger gang is the one that has more words in it.

Gang effects can influence the pronunciation of nonwords such as mave.
irregular forms that they resemble. For example, the regular verb split shares only two phonemes with the irregular past tense forms wore, bore, spare, and tore. The regular verb chew shares only one phoneme with the irregular past tense forms knew, grew, flew, drew, blew, threw, and slew. Gang effects predict that the gangs will be stronger and have greater effects on processing as a function of the number of phonemes shared by the members of a gang, given that the gangs are of roughly equal size (as they are in the examples given here). We thus predict that the rate of no-marking errors will be greatest for verbs like spank that share three phonemes with their gang, intermediate for verbs like split that share two phonemes with their gang, and least for verbs like chew that share only one phoneme with their gang. Study 3 examined this question.

Study 3: Regular Verbs that Resemble Gangs of Irregulars

Three lists of verbs were made up, one for each of the types of regular verbs mentioned above. Each list contained 16 monosyllabic regular verbs that resemble irregular past tense forms, 16 regular verbs that do not resemble irregular past tense forms, 16 regular verbs that do not resemble any irregular past tense forms very closely, and 16 unrelated irregular verbs that acted as distractors; the two groups of regular verbs in each list were balanced for length and frequency. List 1 contained regular verbs that shared an average 3.1 phonemes with the members of their gang; half had the vowel /æ:/ and half had the vowel /ʌ/ and all ended in /ŋk/ (as in spank and flunk). List 2 contained regular verbs that shared an average 2.1 phonemes with the members of their gang; all had the vowel /ou/ and ended in /k/, /r/, or /z/ (as in choke, snore, and doze). List 3 contained regular verbs that shared an average 1.1 phonemes, with the members of their gang; all ended in /u:/ (as in chew). The procedure was the same as in Study 2. A different group of subjects were run on each list, all from the same subject pool as in Study 2.

No-marking errors were identified and analyzed. The error rate on each group of verbs is presented in Fig. 6.1. There were significantly more no-marking errors on verbs that resembled irregular past tense forms than on verbs that did not for those forms that shared approximately two or three phonemes with those irregular forms. There were also more no-marking errors on regular verbs that shared only one phoneme with irregular forms than on other regular verbs, but this did not reach significance. There was a significant effect of the number of phonemes shared with the irregular forms ($p < .05$), with more errors on forms that shared more phonemes. In fact, the error rate was almost a linear function of the number of shared phonemes.

To further reinforce the effect of shared phonemes, we can do a post hoc examination of the performance of the subjects who saw List 1 on other
regular verbs that also had the vowels /æ/ and /ʌ/ but shared few other phonemes with irregular forms. Each subject saw 11 such verbs, for example, pass and dump, sharing an average 1.2 phonemes with irregular forms. There were only 3 errors on these regular verbs out of 550 trials, as compared to 26 errors on the List 1 verbs out of 750 trials. This difference is significant ($\chi^2(1) = 12.42, p < .001$). The number of shared phonemes does appear to have a great effect on error rate for regular verbs. These results are predicted by gang effects, and we have been able to devise no other explanation to account for them. (The schema hypothesis of Bybee and Slobin, 1982; and the prototype hypothesis of Bybee and Moder, 1983, cannot account for the differences in the rate of no-marking errors between the different groups of verbs, at least as currently described. See Stemmerger, 1983; Stemmerger and MacWhinney, 1986b, for additional arguments against these approaches.)

These data provide additional evidence that irregular inflected forms are stored in the lexicon, as the theory predicts. However, it is not particularly surprising that irregular forms are stored in the lexicon. It is of greater interest to determine whether all regularly inflected forms are stored in the lexicon. We must thus examine regular verbs that resemble regularly inflected forms. If regularly inflected forms are in general in the lexicon, then a gang effect should be present. If few regularly inflected forms are in the lexicon, then there should be no gang effect. It is relatively difficult to examine this question using past tense forms, since there are so many irregular past tense forms. We thus shift to examining third person singular present tense forms, where there are almost no irregular forms at all. Any obtained gang effects can then be due only to regularly inflected forms being stored in the lexicon. We contrast base forms that closely resemble present tense forms (as gaze resembles plays) and base forms that do not (as with buzz and cross). Gang effects predict that base forms that resemble actual inflected forms should show a greater rate of no-marking errors than forms that do not.

Study 4: Regular Verbs that Resemble Regularly Inflected Forms

A list of 90 monosyllabic English verbs was constructed. Thirty of these verbs ended in /s/ and /z/ and were designed to address the current hypothesis. The other 60 verbs ended in other segments and were designed to address other hypotheses; they are not discussed further here (but see Stemmerger and MacWhinney, 1984, 1986b). Half of these closely resembled regularly inflected present tense forms and half did not. The groups were balanced for length and frequency. For the verbs that resembled actual present tense forms (e.g., cause, coax, gaze, please), there was an average of 3.3 present tense forms that shared at least three contiguous phonemes with them, which is comparable to the size of the gangs of irregular past tense forms in Study 3, and there was an average of 19.5 present tense forms that shared at least two contiguous phonemes. In contrast, for those verbs that did not closely resemble actual present tense forms (e.g., buzz, force, race, toss), there was an average of 0.3 present tense forms that shared at least three contiguous phonemes with them, and an average of 6.5 that shared at least two contiguous phonemes. These differences in gang size and the number of shared phonemes would lead us to predict a greater rate of no-marking errors on the verbs that resembled actual present tense forms.

The procedure was similar to that in Study 2, except that the frame is ___ing was used, and subjects produced the present tense forms of the verbs. There were 60 subjects from the same subject pool as in Study 2.

No-marking error rates on the two groups of verbs were identified and analyzed. The results are shown in (8).

<table>
<thead>
<tr>
<th>Item type</th>
<th>Number of errors</th>
<th>Number of trials</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resemblance</td>
<td>36</td>
<td>900</td>
<td>.04</td>
</tr>
<tr>
<td>No resemblance</td>
<td>32</td>
<td>900</td>
<td>.036</td>
</tr>
</tbody>
</table>

The two groups of verbs show essentially identical error rates. Number of shared phonemes and gang sizes thus have no apparent effect. Gang effects are not present. Regular verbs are not penalized for physically resembling regularly inflected forms.

The lack of a gang effect here implies that regularly inflected forms are not in general stored in the lexicon. If they are stored in the lexicon, we would have obtained a gang effect. We conclude that speakers use inflectional rules instead, creating regularly inflected forms on-line during language production by adding an affix directly to the base form.

We have arrived at an apparent contradiction. In Study 2, we demonstrated, via a frequency effect, that at least high-frequency regularly inflected forms are stored in the lexicon in some fashion. In Study 4, we demonstrated, via (the lack of) a gang effect, that regularly inflected forms are not in general stored in the lexicon. This contradiction is only apparent. In point of fact,
the results of the two studies are quite compatible. The results of Study 2 require only that high-frequency regularly inflected forms be stored in the lexicon and are compatible with the hypothesis that low-frequency regularly inflected forms are not stored in the lexicon. The results of Study 4, on the other hand, require that low-frequency regularly inflected forms are not stored in the lexicon but are compatible with the storage of just high-frequency regularly inflected forms. The reason for this is quite simple. There are relatively few high-frequency present tense forms that closely resemble the base forms of regular verbs. How frequent an inflected form must be before it is stored in the lexicon is unknown, but let us suppose a (probably too-low) frequency of 15 occurrences per million words. The only gang of present tense forms that could have an impact on present tense verbs that physically resemble them is made up of four verbs that end in /ouz/ (knows, goes, shows, and grows), as no other forms with a frequency over 15 are similar enough phonologically to form a strong gang. We would thus predict that resembling actual present tense forms would in general have no effect on processing, because the present tense forms that regular verbs resemble are in general too infrequent to be stored in the lexicon. We might expect a higher error rate only on verbs that end in /ouz/, since this one gang should be present in the lexicon. There is in fact a nonsignificant difference in that direction in our data, with 25.0% of the errors in the high-resemblance group occurring on such verbs, compared to 18.8% expected by chance. However, the difference is small and nonsignificant, and we did not set up our stimuli to be able to test this suggestion. This prediction should be followed up. There are too few stimuli available to test it with the present tense, but there are enough to test it with perfect forms and (marginally) with plural forms. At any rate, the results of Study 4 are problematical for the gang effect hypothesis if all regularly inflected forms are stored in the lexicon, and are compatible with it if only high-frequency regularly inflected forms are stored in the lexicon.

Discussion and Conclusion

We began by laying out three generic positions taken by researchers on the representations of inflected forms: having them stored fully suppletively, having them stored as morphologically complex lexical items or through lexically conditioned rules, and having no inflected forms stored but creating them on-line via lexical-item-free rules. Our data allow us to say that irregular forms are stored, but do not allow us to say how they are stored. However, our data require storage of high-frequency regularly inflected forms as bimorphic or with lexically conditioned inflectional rules and require that low-frequency regularly inflected forms not be in the lexicon at all. We prefer the alternative given in (3) for high-frequency regulars, with lexically conditioned rules (see Stemberger, 1985b), but we know of no data that require it.

Given that high-frequency regularly inflected forms are stored, we can consider at what stratum they are stored in a lexical phonology framework. Irregular inflected forms are placed in Stratum 1 by Kiparsky (1982) and Halle and Mohanan (1985), while regularly inflected forms are placed at the final lexical stratum. Since high-frequency forms are explicitly listed in the lexicon, should they be at Stratum 1? Halle and Mohanan implicitly assume that this must be the case, since their analysis of enigma in English requires that longer, stronger, and younger were placed in Stratum 1 at a historical period when they were fully regular semantically and phonologically. However, this is not possible for high-frequency past tense forms. Many of our high-frequency forms have long vowels, for example, need. If inflection were to take place at Stratum 1, the other rules that are posited for that stratum would give us /ned/, just as they give us /spred/ as the past tense of speed. Thus, regularly inflected forms are lexicalized on the final lexical stratum, not at Stratum 1. (Ramifications for Halle and Mohanan's analysis of enigma are left to the reader.)

The storage of high-frequency regularly inflected forms has ramifications for compounding. Kiparsky has noted that irregular plurals can show up as the first part of a compound, but that regular plurals cannot. Sproat (1985) and Anderson (this volume) have suggested that this is because irregular forms are listed in the lexicon but regular forms are not. Our data suggest that this explanation is incorrect, since some regulars are listed. Whatever underlies this phenomenon, it cannot be the simple fact of whether something is stored or not.

We mentioned above that affix shifts (tell us ing) appear to be a postlexical phenomenon, reflecting a very late problem with the ordering of lexical items in sentences (Garrett, 1980; Stemberger, 1984). Shifts imply that high-frequency regularly inflected forms are treated as two morphemes even at this late point in processing. In lexical phonology, however, it is assumed that all inflected forms are treated as monomorphic elements postlexically, due to the operation of Bracketing Erasure at the end of each lexical stratum. The shift data imply that there is no operation of Bracketing Erasure in language production, since the status of the affix as an independent morpheme must be preserved in order to account for the data. (Note that there are also problems for Bracketing Erasure in linguistic theory, as certain morphological phenomena such as morphological haplology require that morphological structure be maintained through all lexical strata and into the postlexical domain; see Stemberger, 1981, for relevant data.)

We note one possible problem for our approach as well. We have been assuming that the prototype effects reported by Bybee and Moder (1983) derive
from gang effects, as Bybee (this volume) also assumes. Gang effects imply
that the largest effects come with the greatest number of phonemes shared
with the greatest number of words, but Bybee and Moder report that the
greatest effect in their study was with /æt/ rather than /æt/. This is counter
to our predictions. Further, studies of the phonological processing of word-
initial clusters in language production by Stemberger and Treiman (1986) have
found that matching single consonants tend to reinforce a cluster that con-
tains only of the consonants involved. By implication, the presence of irregular
forms like rung and stuck should reinforce /æt k/ (which shares two phonemes
with all the forms and contains a cluster with both /ŋ/ and /k/) more than
it reinforces either /æt/ or /æt k/. Bybee and Moder's morphological data thus
appear to be somewhat problematical, given what we currently know about
phonological processing. However, more study is needed on the phonological
processing of word-final consonant clusters in language production (which
could conceivably differ from word-initial clusters), as well as on these gang
effects. We point out this possible difficulty, however, to emphasize the point
that morphological processing cannot be studied completely separately from
phonological processing. The two interact in many ways, and theories of mor-
phological processing may fail because they are incompatible with what we
know about phonological processing.

In conclusion, we have presented data that we think provide an answer to
the question of whether inflected forms are stored in the lexicon. The answer
is yes and no. Irregular forms appear to be stored in the lexicon, as do high-
frequency regularly inflected forms. Low-frequency regularly inflected forms,
which include the inflected forms of most English words, are not stored in
the lexicon, however. Further study is now needed to determine whether stored
inflected forms might be created in language production using lexically con-
ditioned rules.
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