CHAPTER  11

The Acquisition of Cue–Category Mappings 

Janet McDonald

Often we are called upon to make decisions or categorizations under conditions of less than complete or certain information. For example, when leaving the house in the morning we must decide whether to take an umbrella for the return trip later in the day. We may have several sources of information at hand – the forecast, the current weather, and typical weather for the season – but no one cue can tell us for sure if it will be raining several hours hence. In other words, the relationship between sources of information or “cues” and the categories they select is complex and often imperfect. Students of human decision making (Kahneman, Slovic, & Tversky, 1982) call this “judgment under uncertainty” and they have investigated many aspects of how people use incomplete and uncertain sources of information in making decisions. 


The Competition Model of Bates and MacWhinney (1982, 1987, this volume), originally formulated for language processing, proves to be a general model of the decision processes made under such conditions of uncertainty. The model makes predictions about the order of cue acquisition and the strength of cue usage which have been well supported by a variety of studies discussed elsewhere in this volume. In this chapter, I will delineate a learning-on-error mechanism which yields the pattern of order of cue acquisition and strength of cue usage found in Competition Model studies. Evidence supporting the learning-on-error mechanism within the Competition Model is drawn from such diverse areas as linguistic role assignment, concept learning, and gender assignment in German.

Properties of Cue-Category Mappings 

Although some categorizations can be made on the basis of a single attribute, many categorizations involve the integration of multiple cues. That is, the mapping between cues and categories is many-to-one, if not many-to-many. The forecast, the current weather, and the season all provide information about the afternoon’s weather. GRE scores, undergraduate grades, and letters of recommendation are all cues to the potential success of a graduate school applicant. 


One can describe the mappings of multiple cues to categories in terms of six major properties or parameters. .

1. Decision frequency. To illustrate this first property, let us again consider the examples of decisions about the weather and about admitting students to graduate school. Decisions about the weather are made quite frequently – perhaps several times a day. Decisions about admitting students to graduate school are made only once a year at the most. Because the graduate school decision is made so infrequently, we would expect that we would be relatively less expert at making that decision. In the area of language, one might well expect that, all other things being equal, we would be better at making decisions about how to form the plural of a noun than about how to form interrogative structures involving object raisings.

2. Detectability. Once a learner is confronted with a particular decision, he must begin to sample a variety of cues that can be used to predict the correct choice. However, in order to begin to track the correct cues, the learner must first be aware of those cues. If a cue is hard to detect, it may be some time before the learner begins to attend to it. For example, young children may be simply unaware of the way in which the barometer can be used to predict the weather. Children are most likely to attend to cues which relate directly to basic aspects of cognitive functioning of their daily life. Some potential cues may be more salient, or more computable than others, so they are detected early. Slobin (1973) has outlined some principles by which cue detection may occur in language acquisition and MacWhinney (1987, 1989, this volume) lists four particular cue types that are most relevant for learning the syntactic frames of words. 

3. Availability. Although there may be multiple cues to a category, any particular cue may not be present or available in a particular instance (MacWhinney, Bates, & Kliegl, 1984). In trying to predict the need for an umbrella on any particular day, one may not have heard the weather forecast, or may, having recently moved to the area, have no information about the typical weather for the season. In accepting graduate students, letters of recommendation and transcripts may not have arrived by the application deadline. The availability of a cue is defined as the percentage of time that it is present over all exemplars. 

4. Reliability. Even when a cue is present, it may not be reliable in indicating the correct categorization (MacWhinney et al., 1984). For example, even if the weather forecast for the day predicts all-day rain, it may in fact not rain in the afternoon. A high GRE score is not necessarily indicative of good graduate school material. The reliability of a cue for a particular classification is defined as the percentage of time the cue correctly indicates that classification on the cases that it is present. In the case of the weather, we may hear that the barometer is falling and decide to expect rain. If it always rains, then that cue is 100% reliable. If it only rains some portion of the time, we can conclude that the cue is only partially reliable.

5. Validity. The general utility of a cue for making decisions is a combination of the previous two concepts. The product of availability and reliability yields the validity of a cue, that is, the percentage of time that a cue is both present and indicates the correct categorization. When assessed over all exemplars, this concept is also referred to as overall validity. If only one cue is used to classify an exemplar, a cue that is high in overall validity will result in more correct classifications than a cue with lower overall validity. For example, if letters of recommendation are available for 80% of the students, and reliable predictors for 90%, they can be used to correctly admit students to graduate school 72% of the time. A cue that is available for 100% of the students but only 60% reliable, or one that is available for 60% of the students and 100% reliable, can only correctly admit students 60% of the time.

6. Conflict Validity. Because there are multiple cues to a category, it is often the case that more than one cue is available on any particular exemplar. These cues may agree with each other – an applicant for graduate school may have high GRE’s, a good GPA, and good letters of recommendation. However, because cues do not always reliably indicate a classification, it is possible for cues to conflict with each other. The sun may be shining during a usually rainy season. An applicant to graduate school may have promising GRE scores, but a low GPA. As is shown later, these conflict cases are crucial for determining cue usage in later stages of learning. Looking specifically at these conflict cases, we can evaluate the conflict validity of each cue that is, for conflict cases only, the percentage of time that a cue is both available and indicates the correct categorization. 


The above six properties of cue–category mappings influence the order of cue acquisition and strength of cue usage in assigning an exemplar to a category. How early various categories are acquired should first depend on how categorization must be made. Within a categorization task, order in which cues are initially acquired should reflect, first, decision frequency, then detectability, then overall validity (the combination of availability and reliability), and, finally, conflict validity. Strength of cue usage should change from reflecting overall validities in the beginning learner, to reflecting conflict validities in the advanced learner. These predictions about order of acquisition and strength of usage have found strong empirical support from research on the acquisition of linguistic cues for role assignment. Less detectable cues are acquired later (MacWhinney, Pléh, & Bates, 1985); different cues will be acquired first in different languages because of crosslinguistic differences in overall cue validity and different cues will be dominant for adult speakers of different languages because of differences in conflict validity (Bates, MacWhinney, Caselli, Devescovi, Natale, & Venza, 1984; Frankel, Amir, Frenkel, & Arbel, 1980; Frankel & Arbel, 1981; Hakuta, 1982; Kail, this volume; MacWhinney et al., 1985; McDonald, 1986; Slobin, 1982; Slobin & Bever, 1982; Sokolov, 1988, this volume). 


These predictions about order of cue acquisition and strength of cue usage are derivable from a learning-on-error mechanism within the Competition Model of Bates and MacWhinney (1982, 1987, this volume). The Competition Model provides an account of how multiple, sometimes inapplicable, unreliable, and conflicting cues are integrated in making decisions. According to this model, an activation strength proportional to its validity is associated with every cue–category mapping. When an exemplar is encountered, each cue that is present imparts its activation to the categorization that it favors. If cues agree, they send their activations to the same categorization and the strengths are added. If cues disagree, they impart their strengths to different categorizations. After the strengths have been distributed, the categorization that has accrued the most strength is chosen. The learning-on-error mechanism within this model details the process by which cues are acquired and strength is altered with continued exposure to the problem. Let us turn to how such a mechanism functions. 


A prototypical learning-on-error mechanism is shown in Figure 11.1. According to this mechanism, learners categorize each new exemplar with their current cue strengths. This categorization is then compared to feedback available from the environment. Such feedback may occur in the form of comparisons to external events, overt corrections, or from conflict internal to the learner (MacWhinney, 1978). If feedback indicates that the categorization is correct or if feedback is not available on a particular instance, cue strengths are not adjusted. However, if feedback indicates an incorrect categorization, the strengths of the cues that would have given a correct categorization are increased by a small amount, and these new cue weights are used for judging the next exemplar. Thus, cue weights are only adjusted on exemplars that are miscategorized.
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Figure 11.1. A mechanism for learning on error. 


Learners enter this mechanism with initial cue weights of zero. Having no information upon which to base categorization, learners will have to guess, causing a random subset of exemplars to be incorrectly classified. When feedback is present and indicates these misclassifications, the weights of the cues that would have yielded correct classification are increased. Obviously, such cues must first be detected before weights are increased. Cues that are more easily detected will thus be more likely to receive a boost. 
With cues being strengthened over a random subset of all exemplars, the cue to get the most support will be the cue that correctly categorizes the largest number of all exemplars. This cue, by definition, is the one with the highest overall validity. After this first cue has increased in strength enough to overcome environmental noise, that is, after it is acquired, the set of exemplars incorrectly classified will no longer be a random subset of the whole. Rather, errors will only occur on exemplars for which the first cue is either not available, or where the first cue is unreliable. Cue weights will then be strengthened based on this more limited set of exemplars. The cue that indicates the correct categorization for the largest number of these remaining cases will be the next to be acquired. The pool of incorrectly classified exemplars again shrinks, and cue weights are adjusted on this new set. This acquisitional process continues until all relevant cues have gained enough strength to be significantly used. At this point, errors will only occur on exemplars where (1) the available cues conflict about the categorization and (2) the correct cue(s) currently has(have) a lower strength than the incorrect cue(s). Cue weight adjustment then occurs over this limited pool of exemplars until cues that correctly determine the categorization in these conflict situations increase in strength over the incorrect cues. At this point, cue strength should come to reflect the validity of cues on these conflict exemplars. 


The learning-on-error mechanism predicts that the learner will first acquire detectable cues, and among these, acquire first the one highest in overall validity. As learning progresses, however, cue weights will continue to shift as long as conflict exemplars continue to be misclassified, until cue weights come to reflect these conflict validities. Note that this learning progression from overall validities to conflict validities allows the learner to correctly classify the largest number of exemplars at each point in learning. When the learner has acquired only one cue, the largest number of exemplars will be correctly classified when this single cue is highest in overall validity. When the learner has acquired all relevant cues, the largest number of exemplars will be correctly classified if the cue weights reflect the dominance relationship present in conflict cases. Nonconflict cases will continue to be correctly classified, while performance on conflict cases will improve. 


Given any cue–category problem, it should be possible to predict the learning course from the detectability, overall validity, and conflict validity of the cues involved. Ignoring for now the issue of detectability, let us consider how overall validity and conflict validity may be calculated from a list of exemplars. Consider the problem of knowing whether it will rain in the afternoon based on the cues of the weather forecast, the morning weather, and typical weather for the season. Values for these cues, and the actual afternoon weather were noted for ten days (see Table 11.1). Over these ten exemplars, the forecast is heard on six of the days, for an availability of 60%. It is correct on five of the six days it is available, for a reliability of 83%. Overall validity of the forecast, the product of its availability and reliability, is therefore 50%. The morning weather is 100% available and 70% reliable, for an overall validity of 70%. The typical weather for the season is 100% available and 60% reliable, for an overall validity of 60%. Thus, by comparing a cue to the actual outcome over a pool of exemplars, overall validity is easily computed. 


In order to compute conflict validities, only those cases where two or more cues are in conflict are considered. In Table 11.1, the five conflict cases are marked by an asterisk. The forecast is known for 4 of these 5 cases, yielding a conflict availability of 80%. It is accurate on three of the four cases where it is known, for a conflict reliability of 75%. Its conflict validity, the product of availability and reliability on conflict cases, is 60%. Similarly, the current weather is 100% available and 40% reliable on the conflict cases, for a conflict validity of 40%. Finally, the typical weather for the season is 100% available and 20% reliable on conflict cases, for a conflict validity of 20%. 

Table 11.1.  Cues to the afternoon weather 












Actual 




Afternoon
Morning
Season’s
afternoon 

Date

forecast
weather
weather
weather

May 1

unknown
rain

rain

rain 

May 2

unknown
no rain

rain

no rain

* 

May 3

rain

rain

rain

rain 

May 4

rain

no rain

rain

no rain

* 

May 5

rain

rain

rain

rain 

May 6

unknown
rain

rain

rain 

May 7

no rain

rain

rain

no rain

* 

May 8

no rain

rain

rain

no rain

* 

May 9

unknown
rain

rain

rain 

May 10
rain

no rain

rain

rain

*

Note: Conflict cases marked by *.  


Note that computing validities over all exemplars and over conflict exemplars ranks the three cues differently. The morning weather is highest in overall validity, whereas the forecast is highest in conflict validity. Although cues need not be ranked differently by overall and conflict validity measures, they quite often are. When the measures do give different rankings, it means that the order of initial cue acquisition will not be identical to the strength of usage later in learning. 


Thus, as shown above, if one has a list of cue values and actual outcomes, one can compute both overall and conflict validities. If such a list of exemplars is not available, or the number of exemplars is very large, one can also compute validities from estimates of the frequency with which various cue combinations and outcomes occur. Once overall validities and conflict validities have been computed, it is possible to predict the course of learning: Assuming equal detectability, the first cue acquired should be highest in overall validity, whereas final cue strength should reflect conflict validity. The remainder of this paper tests these predictions by comparing cue validities with cue acquisition and cue strength in three different domains: The development of linguistic role assignment in mono- and bilinguals, the course of concept learning, and the acquisition of German gender. In each case, the first cue acquired is that highest in overall validity, whereas strength of cue usage later in learning reflects conflict validities. 

Role Assignment 

The first area we will examine involves the use of cues to determine which noun in a sentence fills the basic grammatical roles of actor, patient, or recipient. We will focus particularly on the assignment of the actor role, that is, the role of the participant that performs the action of the verb. In English, this role is highly correlated with the linguistic roles of agent and grammatical subject, so that cues to agency and subjecthood also tend to be cues to actorhood. In English, cues to actorhood include word order (the noun before the verb tends to be the actor), noun-verb agreement (the noun that agrees with the verb in number tends to be the actor), noun animacy (an animate noun tends to be the actor), and case inflection (a pronoun in the nominative case tends to be the actor). 


These cues map to the actor role in a many-to-one fashion, they vary in availability and reliability, and they can cooperate or compete with each other. Take, for example, the cue of noun animacy. This cue is not available in sentences like “The lightning struck the tree,” since only inanimate nouns are present. It is not reliable in sentences like “The lightning struck the golfer,” because the inanimate noun rather than the animate noun is the actor. It cooperates with the cue of preverbal word order in sentences such as “The woman hit the car” and conflicts with word order in sentences like “The car hit the woman.” 


Given equal detectability, the order of acquisition of the mappings between these cues and the actor role should depend on the overall validity of the cues – that is, the cue highest in overall validity should be the one first acquired by children. Thus, in simple comprehension tests such as the one used by Bates et al. (1984), the cue with the highest overall validity should be the first to be used significantly. Strength of adult cue usage, however, should follow the cue dominance relationship as reflected in conflict validities.  
In order to test these predictions, McDonald (1986) examined cue validities and cue usage for the cues of word order, noun animacy, and case inflection for the actor role in both English and Dutch. These two languages have similar structures – they allow NVN sentences, do not explicitly mark animacy on nouns, and have case inflections only on pronouns. However, these languages have one crucial structural difference. Whereas English has very strict SVO interpretation of the NVN pattern, Dutch is more flexible – NVN sentences can be either SVO or OVS. The OVS interpretation is less frequent than the SVO, and occurs in questions (for example, Wat zag zij?/= “What saw she?” = “What did she see?”), or reversed actives (for example, De man zag zij/ = “The man saw she” = “She saw the man”). When the OVS interpretation is desired, it is usually marked by other cues, such as noun animacy or case inflection. That is, in cases of conflict between SVO word order and other cues in Dutch, the other cues usually dominate. The opposite is the case in English – conflict with SVO word order is either not allowed (for example, conflict with case inflection yields ungrammatical sentences such as “The man saw she”) or resolved in favor of the word order cue (for example, conflict with noun animacy does not change the SVO interpretation, as in sentences such as “The car hit the woman”). 


This difference in types of grammatical sentences allowed in English and Dutch causes the languages to have very different overall and conflict validities. The validity estimates are shown in Table 11.2. Overall validities were estimated from text counts from popular novels in English [The Great Gatsby (Fitzgerald, 1925) and The Hotel New Hampshire (Irving, 1982)] and Dutch [Dagboek (Hermans, 1976) and Kopstukken (Bomans, 1947)]. Because of a low incidence of occurrence of conflict sentences in the text counts, conflict validities were estimated from sentence frequency estimates made by native speakers of each language. The validity estimates in Table 11.2 show that in English, preverbal word order has both the highest overall validity, and the highest conflict validity. In Dutch, however, noun animacy has the highest overall validity, whereas case inflection has the highest conflict validity. Thus, in English, the first cue to be acquired should be preverbal word order, and this cue should be the strongest one in adult performance. In Dutch, the first cue acquired should be noun animacy, but adults should depend most strongly on case inflection. 

Table 11.2.  Estimates of overall and conflict cue validities for English and Dutch NVN sentences 
 







English


Dutch
 





Overall

Conflict
Overall

Conflict
 

SV(O) word order
 
95
 
100

 35

48


Noun animacy
 

76
 
14

 70

36
 

Case inflection
 

43
 
45

 46
 
70
 

Table 11.3.  NVN sentence stimuli 







Noun favored by case inflection


 

Noun favored 

by animacy

Neither



First


Second

  

Neither

“The farmer hit the artist”

“The judge called her”
“The father touched she”
  First

“The runner stole the ball”

“She broke the tree”
 “Him folded the string”
  Second

“The tree spilled the father”
“The desk wrote her”
 “The piano baked she”
 


The order of cue acquisition and strength of cue usage were assessed by examining the choice of actor by native English speakers (five-year-olds to adults) and native Dutch speakers (seven-year-olds to adults) on sentences such as those given in Table 11. 3. These nine sentence types, all of the form noun-verb-noun, were created by crossing three levels of noun animacy and three levels of case inflection. The animacy cue could be neutral (N1 animate and N2 animate), or it could favor the first noun (N1 animate and N2 inanimate) or the second noun (N1 inanimate and N2 animate). The case inflection cue could also be neutral (both N1 and N2 not marked for case), or favor the first noun (N1 nominative and N2 not marked, or N1 nominative and N2 accusative, or N1 not marked and N2 accusative) or the second noun (N1 accusative and N2 not marked, or N1 accusative and N2 nominative, or N1 not marked and N2 nominative). Word order was kept constant, and the effect of preverbal, first noun position was tested by noting if choice of this position differed from that expected by chance. 


The choice of actor in each sentence was submitted to an ANOVA for each language-by-age group. Although the F values from these analyses indicate which cues were significantly used, the relative strength with which they were used, a more informative measure for our purposes, is given by the percentage of the variance that each cue accounted for. These percentages for each age group are graphed for English and Dutch in Figure 11.2. For English, the preverbal word order cue is strongly used, even by kindergartners, and its use remains strong across all age groups. This finding replicates the results of Bates et al. (1982, 1984). The use of the cues of animacy and case inflection in English is negligible, never accounting for more than 2% of the variance. Therefore, those lines are not plotted in Figure 11. 2. The results for the English five-year-olds are the same as those given for the English seven-year-olds and are not included in Figure 11.2. In Dutch, strength of cue usage changes with age. Both word order and noun animacy are strong in the younger groups; however, adults most strongly use case inflection, followed by word order and very weak noun animacy. 
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Figure 11.2.  Percentage variation accounted across ages for three cues in Dutch and English.

The developmental pattern of cue acquisition and strength of cue usage supports the learning-on-error mechanism. The first cue acquired by native English speakers, word order, is the cue with the highest overall validity. Use of this single cue correctly assigns the actor role in nearly all English sentences other than passives and fragments such as “ ‘...,’ said he.” (Passives may be treated as a special case because of the additional strong cues of the copular verb and the preposition “by,” which may override or circumvent the usual word order cue use.) Because the word order cue yields correct interpretations for nearly all sentences, the other cues fail to gain significant strength. Even if an error did somehow occur, use of the word order cue would most likely give the correct answer, even on conflict sentences, and, consequently, this cue would be strengthened. 


Two cues have already been acquired by second and third grade native Dutch speakers. One of these cues, noun animacy, is the cue with highest overall validity for the Dutch actor role. The other cue, word order, can be used to correctly interpret 38% of the sentences in the text counts where the animacy cue is either unavailable or unreliable. In this regard, it is a better cue than case inflection, which only correctly interprets 17% of the sentences not handled by animacy. Although it is not possible to tell from the current data whether noun animacy or word order was acquired first, the fact that use of the noun animacy cue quickly declines, whereas word order continues to increase, suggests that the noun animacy cue may have been acquired first, and is on its way out, whereas word order may have been more recently acquired, and is taking over as the strong cue. Even when children use both the noun animacy and word order cues, they will continue to make errors in interpretation on conflict sentences involving the case inflection cue. Learning from these errors finally results in the acquisition of this cue around sixth grade. The case cue continues to increase in strength until it is able to correctly interpret conflict sentences containing the case inflection cue. For example, case inflection must be stronger than word order to correctly interpret sentences such as De man zag zij (“The man saw she” = “She saw the man”), and stronger than a combination of word order and noun animacy to correctly interpret sentences such as Hem ramde de bus, (“Him hit the bus” = The bus hit him). 


As well as making predictions for cue acquisition and usage in monolingual speakers, the learning-on-error mechanism also makes predictions about cue strength in second language learners (Kilborn & Cooreman, 1987; McDonald, 1987a). The Competition Model (MacWhinney, 1987a) holds that second language learners transfer the cue strengths of their first language to the second language (Bates & MacWhinney, 1981). This transfer may result in correct processing of some sentences. However, use of these first language cue weights on second language sentences will cause errors on sentences containing cues with radically different conflict validities in the two languages. For example, consider a native speaker of English bringing English weights to the Dutch sentence De man zag zij (“The man saw she”). Since word order has a higher conflict validity than case inflection in English, the speaker would incorrectly assign the actor role to de man, rather than the correct zij. According to the learning-on-error mechanism, such errors would cause cue weights to be adjusted, increasing the strength of the correct cue(s). With increasing exposure to the second language, this cue weight adjustment mechanism will cause weights to gradually shift from first to second language conflict validities. 


In order to test this extension of the learning-on-error mechanism to second language learners, English-Dutch and Dutch-English adult bilinguals were asked to assign the actor role in second language NVN sentences (McDonald, 1987a). These sentences, identical to the ones used in the monolingual experiment described above, contained word order, noun animacy, and case inflection cues (see Table 11. 3). Recall that the cues highest in conflict validity are word order for English and case inflection for Dutch. If, as predicted, second language learners shift from first to second language cue weights, English-Dutch bilinguals interpreting Dutch sentences should gradually change their strongest cue from word order to case inflection, whereas Dutch-English bilinguals interpreting English sentences should do the opposite. In order to see the proposed shift in cue strengths, each bilingual group was divided into three subgroups, based on their amount of exposure to the second language, and their performance was compared to adult monolingual speakers of each language.


 Figures 11.3 and 11.4 show the percentage of variance accounted for by each cue in the bilingual subgroups. These figures clearly show that, with increasing second language exposure, bilinguals neatly shift from using the strengths of their first language to using those of their second. English-Dutch bilinguals (Figure 11.3) decrease the strength of the word order cue and increase that of case inflection. Dutch-English bilinguals (Figure 11.4) do the opposite – increasing the strength of the word order cue, and decreasing that of case inflection. Noun animacy use stays fairly constant for all groups, as it is a weakly used cue in both languages. Thus, the predictions of the learning-on-error mechanism for bilinguals are borne out. 
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Figure 11.3. Percentage variance accounted for across English/Dutch bilingual subgroups with increasing Dutch exposure for three cues compared to native English and Dutch patterns. 
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Figure 11.4. Percentage variance accounted for across Dutch/English bilingual subgroups with increasing English exposure for three cues compared to native Dutch and English patterns.

Concept Learning 

The Competition Model properties of detectability, availability, reliability, overall validity and conflict validity are formulated as general cognitive principles that could well apply to areas outside of linguistic decision making. In order to examine the extent to which these properties apply within the context of a standard nonlinguistic learning task, McDonald and MacWhinney (1987) constructed a concept formation task in which the variables of overall validity and conflict validity could be controlled. The task was designed to be analogous to the standard linguistic role assignment task. Rather than determine which of two nouns was the actor, subjects determined which of two geometric figures was the “dominant” or correct one. The figures could contrast with each other on several dimensions and these contrasts, or cues, varied in availability and reliability, and could agree or disagree with each other.

Table 11.4.  Experimental Design 
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The design of the stimulus space is shown in Table 11.4. Cue 1 was always present, and three levels of the other two cues – absent, agree with cue 1, and disagree with cue 1 – were crossed for a total of nine stimulus types. In cases of conflict, the correct figure was the one indicated by cue 2; if this cue was absent, it was the figure indicated by cue 3; if both cue 2 and cue 3 were absent, it was the figure indicated by cue 1. The correct figure in each cell is marked by an asterisk. In Table 11.4, cue 1 is filled in with size (small or large – the small figure tended to be correct), cue 2 with shading (black interior or white interior – the black interior tended to be correct), and cue 3 with shape (triangle or square – the triangle tended to be correct). However, in order to test for the effect of cue detectability on cue acquisition, the abstract design was completed in four different ways for different subject groups. The cues of size, shading, shape, and dottedness each took a turn as cue 1, cue 2, cue 3, and as an irrelevant cue. We first report results collapsed over these different subject groups to note the effect of overall and conflict validity. Later we will analyze the individual groups for the effect of cue detectability on cue acquisition. 

Table 11.5.  Overall validities and conflict validities for concept learning problem 




overall


conflict
 


cue 1


80


20



cue 2


55


80



cue 3


48


52



Since subjects had had no exposure to the task prior to the experiment, it was possible to control the variables of overall validity and conflict validity by manipulating the frequency with which the various cells occurred in training. These frequencies, given in the last line in each cell in Table 11. 4, were used to calculate the overall validity and conflict validity for each cue, which are shown in Table 11. 5. Cue 1 has the highest overall validity, followed by nearly equal overall validities for cues 2 and 3. Cue 2 has the highest conflict validity, followed by cue 3, and, finally, by cue 1. Thus, cue 1 should be the first cue acquired, but cue 2 should be the strongest cue in later performance. 


Subjects went through a series of eight training and eight test phases. During training, subjects were exposed to the exemplars with the frequencies indicated in Table 11. 4. After indicating which figure they thought was correct in each trial, feedback about the correct figure was given. During testing, subjects were presented with one exemplar from each of the nine cells. The test phases consisted of blank trials (Levine, 1975) – that is, subjects received no feedback about the correctness of their answers. 


The percentage of variance accounted for by each cue over the eight tests is shown in Table 11. 6. As predicted, cue 1 was used strongly early in the experiment. By the third test, cue 2 had become the strongest, and continued to increase in strength with further exposure. One prediction about final strength of usage is not borne out – according to conflict validities, cue 3 should be stronger than cue 1. However, even at test 8, this is not reflected in the cue strengths. A very simple explanation of this is that even at the eighth test, subjects had not succeeded in completely solving the problem. A high error rate still exists in the cell where cues 1 and 3 compete in the absence of cue 2. With additional exposure to the problem the strength of cue 3 should increase relative to cue 1, resulting in a decrease in the errors made in this cell. 

Table 11.6.  Percent total variance in response accounted for by each cue on each test 

Test


1
2
3
4
 5
6
7
8


cue 1


 28
 20
 17
 12
 10
 11
 10
 10


cue 2


 6
 12
 18
 36
 31
 44
 47
 55


cue 3
 

10
 4
 8
 7
 10
 8
 3
 2



In order to discuss the effect of cue detectability on cue acquisition, we turn now to an analysis of the four subgroups of subjects who had different configurations of cues in the abstract design. The distribution of the cues over the design for the different subject groups is given below. 




Cue1

Cue2

Cue3

Irrelevantcue


Group1

size

shading
shape

dottedness


Group2

dottedness
size

shading
shape


Group3

shape

dottedness
size

shading


Group4

shading
shape

dottedness
size



Previous research about cue salience has shown that for adults, shape is more salient than color (Brian & Goodenough, 1929). A study with children showed that shape dominated color, which in turn dominated size in hypothesis generation (Kagan & Lemkin, 1961). If color is considered to be a property of the interior of an object, the current experiment has two variations on color: shading (a black interior or white interior) and dottedness (a dot occurring in the interior of the object). Thus, if cue detectability or salience influences cue acquisition, one might predict that the shape cue would be acquired before shading or dottedness, which would be acquired before size. 


Inspection of order of cue acquisition shows that all groups first acquire cue 1, the cue highest in overall validity. However, the order of acquisition of cue 2 and cue 3, cues with nearly equal overall validity (and nearly equal validity on those exemplars not correctly classified by cue 1), differed between the groups as would be predicted by cue detectability. Group 1 acquired cue 3 (shape) before cue 2 (shading); group 2 acquired cue 3 (shading) before cue 2 (size); group 3 acquired cue 2 (dottedness) before cue 3 (size), and group 4 acquired cue 2 (shape) before cue 3 (dottedness). Thus, two groups acquired cue 3 before cue 2, and two groups acquired cue 2 before cue 3, and this order of acquisition followed the salience hierarchy of shape over shading or dottedness over size. These results indicate an effect of both overall validity and detectability on cue acquisition. In the current case, validity beat out detectability for the acquisition of the first cue – perhaps because this cue was much more valid than the others. However, when validities were close to equal, as they were for cue 2 and cue 3, the effect of detectability was clear. If larger differences in detectability were present in the cues, it is possible that detectability could overcome high validities in determining the order of cue acquisition. 


Analysis of the performance of these subgroups also lends support to the claim that learning is occurring on error trials. Subjects in groups 1 and 2, who acquired cue 3 before cue 2, made more errors in the intermediate portion of the experiment than did subjects in groups 3 and 4, who acquired cue 2 before cue 3. However, these subjects who made more errors were more likely to achieve an error-free test trial at some point in the experiment than were subjects who acquired cue 2 before cue 3. In this way, the initial higher error rate of cue 3 before cue 2 subjects gave them more opportunity for weight revision, yielding an earlier mastery of the problem. 

The Acquisition of German Gender 

The third area in which I have examined the learning of cue–category relations is in the acquisition of cues determining the use of the German definite article. This is a highly complex linguistic problem that involves the integration of multiple cues for gender, number, and case. Of these classifications, the most difficult for native speakers and foreigners alike is the assignment of nouns to gender class. At first consideration, the gender system of German seems largely arbitrary. For example, why is “spoon” masculine (der Löffe ), “fork” feminine (die Gabel ) and “knife” neuter (das Messer)? However, recent work has shown that, although the German gender system is complex, it is not as arbitrary as it appears on first analysis. There is actually a large space of phonological, morphological, and semantic cues to German gender (Zubin & Köpcke 1981; 1983; Köpcke & Zubin, 1984). Some of these cues are shown in Table 11.7. 

Table 11.7.  A selection of cues to gender 
 






Associated gender
Example

Translation 


Phonological cues 


s + consonant-

masculine

der Schrank

“closet” 


-fricative + t

feminine

die Nacht

“night” 

Morphological cues 



-el

masculine

der Schlüssel

“key” 



-ling

masculine

der Feigling

“coward” 



-e

feminine

die Sonne

“sun” 




-ung

feminine

die Zeitung

“newspaper” 



-lein

neuter


das Fräulein

“young woman” 



-ment

neuter


das Instrument

“instrument” 

Semantic cues 



Natural gender

masculine

der Sohn

“son” 


Alcoholic beverages
masculine

der Schnaps

“schnapps”


Natural gender

feminine

die Tochter

“daughter” 


Flowers

feminine

die Tulpe

“tulip” 



Youth


neuter


das Kind

“child”


Metals


neuter


das Gold

“gold”


The cues that mark gender in German have the characteristics of cue–category mappings we have seen in the previous two examples – multiple cues, varying in availability and reliability, that sometimes agree and sometimes conflict. In fact, multiple cues is one of the most salient characteristics of the German gender classification system. For example, the endings -e, -ung, and -ie as well as natural feminine gender all map to feminine gender. These is no gender cue that is always available. For example, although the -e  ending is highly indicative of feminine gender, this cue is not present on all feminine nouns. Gender cues vary in their reliability. Some cues are 100% reliable – for example, if a word has a diminutive ending (i.e., -lein or -chen ), the noun is guaranteed to be of neuter gender. Other cues are less reliable – for example, although the presence of the -e  ending is highly likely to indicate a feminine noun, there exist both masculine words (for example, der Junge, “boy”) and neuter words (for example, das Ende, “end”) that contain this morpheme. Cues can cooperate with each other – for example, der Schnaps, “schnapps,” begins with the phonological cue of S + consonant, which is indicative of masculine gender, and has the semantic cue of alcoholic beverage, also indicative of masculine gender. Cues can also compete – for example, der Junge, “the boy” has the -e morphological cue that strongly indicates feminine gender, but also has the semantic cue of natural masculine gender. 


There is not a large amount of empirical data on cue acquisition and usage for German gender. Several studies have shown that adults and children do make use of phonetic and morphological cues to assign gender (Köpcke & Zubin, 1981; MacWhinney, 1978; Mills, 1986). Using nonce words, MacWhinney (1978) found that children between the ages of 4 and 6 were able to make use of the -e/ ending cue to feminine gender, as well as the -erei morpheme cue to feminine gender, and the -chen morpheme cue to neuter gender. Mills (1986) confirms that 3- to 6-year-old children also use the -e cue with real words. Using single syllable nonce words, Mills (1986) also reports that 7- to 8-year-old children were able to make significant use of word initial cues, all of which indicated masculine gender, but performed poorly with word final cues, all of which indicated feminine or neuter gender. Two possible explanations of these findings were offered – children could be more sensitive to word initial cues, that is, find them more detectable, or, since all test words used were monosyllabic, children may simply have used monosyllabicity as a cue to masculine gender. Therefore, they would perform well on words with other masculine gender cues, and poorly on words with feminine and neuter gender cues.


This empirical work on the acquisition of German gender provides some support for the claim that cue validity determines the order of cue acquisition. For example, the -e cue to feminine which appears to be among the earliest cues acquired, is a cue with high overall validity. Not only is it one of the most available cues to gender (approximately 15,000 words have this cue), but it has high reliability as well – Mills (1986, p. 33) reports that about 90% of these words are feminine. Similarly, the connection between monosyllabicity and the masculine gender is high in overall validity – numerous words are monosyllabic, and Köpcke and Zubin (1983) find that 64% of them are masculine. 


Cue validity is also important in adult gender assignments. Mills (1986) reports that the strength with which adults used various cues for assigning genders to nonce words is influenced both by the number of words following the rule and the number of exceptions. However, there is little evidence about the role of conflict in adult cue usage in empirical work, since nonce words with conflicting cues have not been explored. Adults are able, however, to give correct genders to real words that contain conflicting cues. Thus, they have either adjusted cue strengths to allow the correct cues in conflict situations to dominate over incorrect cues, or they have learned these words by rote. 


To provide a somewhat different test of the predictions of the Competition Model, Taraban, McDonald, and MacWhinney (in press) performed two computational simulations of the acquisitional process of German gender within a connectionist framework. The goals of this work were to (1) articulate the predictions of the Competition Model in computationally precise terms, (2) examine the match of these predictions to the empirical work on the acquisition of German gender, and (3) generate new predictions that could be tested in future empirical work.


Connectionist networks consist of large numbers of interconnected processing units which are themselves functionally simple. Information in the system is contained in the weights associated with each connection. A sample connectionist network for the solution of the German gender problem is shown in Figure 11.5. It consists of input units, which represent the various phonological, morphological, and semantic cues to gender, an internal layer, where the information from these cues is combined, and three output units, which represent the three genders. Each unit on each level is connected to each unit on the next level. Initially, the strengths associated with each connection are random. But with exposure to a training set, these strengths are adjusted according to a learning algorithm. The learning algorithm used in the current simulation is the back propagation algorithm (Rumelhart, Hinton, & Williams, 1986). This algorithm reduces error in the network by comparing the obtained output of the network to the desired output, and adjusting weights to reduce this error. 
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Figure 11.5.  A sample connectionist network for the solution of the German gender problem.


The first simulation attempts to replicate the results of the empirical data by using elementary vocabulary in the training set. In order to approximate the type of input heard by a child, this training set consisted of 102 high-frequency spoken nouns, represented in proportion to their relative frequencies, for a total of 305 tokens. Each word was coded for the presence and absence of phonological, morphological, and semantic gender cues taken from Zubin and Köpcke (1981, 1983), Köpcke and Zubin (1984), and a German grammar book (Lederer, Schulz, & Griesbach, 1969), as well as cues for number and case. After repeated exposures to this training set, the network arrived at connection weights that successfully learned the correct definite article for each token. Using these weights, the network was then tested with novel words to examine the strengths of the various cues. The results of this test indicated that several cues had developed strong cue–category mappings. Among these were the mapping between -e  and feminine gender, the mapping between natural gender cues and masculine or feminine gender, the mapping between a fricative + t ending and feminine gender, the mapping between the -ung ending and feminine gender, and the mapping between monosyllabicity and masculine gender.


The results of this first simulation show general agreement with the empirical data. Both the simulation and the data show a strong and early mapping of the -e  cue to feminine gender, and both also find early use of the cue of monosyllabicity to masculine gender. There are also some differences in cue acquisition between the simulation and the empirical data. However, many of these can be explained by the limited number of words in the learning set given to the simulation. For example, although MacWhinney (1978) found good early command of the -erei  cue, the network could not have acquired this cue since it was not contained in the learning set. In addition, there is no empirical data on the development of the usage of some of the cues, such as the fricative + t  ending, or the -ung ending. Clearly, the simulation could be improved by using a larger learning set and encoding more cues, and the range of empirical data could be expanded by testing for the acquisition of more cues. 


The first simulation shows that the acquisition of cues in a connectionist network seems to be affected by cue validity. The second simulation looks at this relationship more explicitly by examining the development of cue strength with increasing exposure to German vocabulary. In this case, the learning set consisted of 150 words, 75 of which came from examples provided by Zubin and Köpcke for their cues, and 75 of which came from an article in Der Spiegel, under the constraint that no two words were chosen that had exactly the same cues but different outputs associated with them. To simplify the problem, this simulation only encoded cues for gender. Learning occurred in the network by adjusting the strength of each connection after each exposure to the training set according to back propagation. With more and more exposures, the network mastered more and more of the training set. 


If learning in this system is sensitive to validity constructs, the strengths of the connections between the input cues and the internal layer should reflect overall validity initially, and conflict validity later. (The effect of validity will only be directly evident in between these first two layers, as nonlinear combinations can occur on the next level.) Accordingly, connection weights at different points in learning were correlated to three different measures: overall validity of each cue for each gender within the learning set, the reliability of each cue within the set, and, as an approximation to conflict validities, b weights for each cue. These b weights were computed in a regression analysis over the learning set, using the cues as independent variables and the correct gender representation associated with a set of input cues as the dependent variable. These weights capture cooccurrence relationships among the cues, including both conflicting and cooperating relationships. (Because of the large number of cues in the set, it was difficult to compute conflict validities directly, so b weights were used.) 


The correlation between connection strengths and these three measures is shown in Figure 11.6. In the early stages of learning, overall validity is the best predictor of connection strength. Later, cue reliability is briefly the best predictor, but in the last stages of learning, conflict and cooperation relations as reflected by the b weights are the best predictors of network weights. Thus, the simulation manifests a developmental pattern of cue acquisition and usage much like that found in human learners. Early acquisition is influenced by overall validity, and final cue strength is influenced by cue cooccurrence patterns, particularly conflict validity. 
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Figure 11.6.  The correlation between connection strengths and three cue validity measures. 

Discussion 

The results of studies in three different areas of categorization support the predictions of the learning-on-error mechanism within the Competition Model. The first cue that learners acquire for classifying an exemplar is the cue highest in overall validity. The choice of this cue is sensible, as it will correctly categorize the largest number of exemplars possible with the use of only one cue. Later on in learning, cue strengths reflect cue dominance in conflict situations, thus allowing people to correctly classify not only nonconflict exemplars, but conflict exemplars as well. 


The learning-on-error mechanism is especially important for cue adjustment later in learning. If, instead of learning on error, cue strengths were adjusted after each exemplar whether or not it was correctly classified, then cue weights would correspond to overall validity rather than conflict validity. Although use of these weights would still correctly classify nonconflict exemplars, conflict exemplars where the correct cue(s) had a lower overall validity than the incorrect cue(s) would always be incorrectly classified. 


It should be pointed out that in order to make the predictions of the model clear, some sleight-of-hand has been worked in the claim that final cue usage should reflect conflict validity. Actually, the learning-on-error mechanism predicts that final cue strength should reflect cue validities on sentences still incorrectly classified after all relevant cues are acquired. Although these cases will certainly be conflict cases, not all conflict cases may still be incorrectly classified. Thus, it is possible that the pool of sentences over which validities determining final cue strength should be assessed is actually smaller than all conflict sentences. 


The earliest versions of the Competition Model were formulated for categorization decisions made with cues that are combined in a linear fashion to define a category, rather than in some other way. Although many problems involve a linear cue–category relationship, others do not. For example, many of the concept learning problems studied in the past involved Boolean combinations of cues, such as exclusive ors and biconditionals. These types of problems are not solvable by combining cue strengths in a simple two-layer system (see MacWhinney, this volume). For example, if an exemplar is a member of a category when it is either red or square, but not both, there are no cue strengths that can be directly combined to correctly classify all types of exemplars. However, architectures such as those used in a connectionist framework can model nonlinear relations by assuming that the cue–category relation involves more than just an input and an output level. With such extensions, the Competition Model can be used to explain cue acquisition and usage for both linear and nonlinear categorization problems. 


This paper has also clearly demonstrated the utility of the Competition Model outside the area of linguistic role assignment. The model is clearly applicable to other linguistic tasks, such as gender classification, and to nonlinguistic tasks, such as concept learning. In all these domains, we have seen that the learning-on-error mechanism provides us with a good account of the acquisition of cue–category mappings. 

