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Abstract

The Phon & PhonBank Initiative: Database Elaboration and Phon 1.4 and 

1.  Introduction

This paper reviews recent work on the construction of a computerized database of empirical studies of child language phonological development.  This database, called PhonBank, is one of ten subcomponents of a larger database of spoken language corpora called TalkBank. Other interest areas in TalkBank include AphasiaBank, ClassBank, CABank, and so on.  What all of the TalkBank corpora have in common is the fact that they use the CHAT data transcription format.  Because the corpora all use this common format, they can be analyzed smoothly and accurately with the CLAN data analysis programs.  The PhonBank corpus is unique in that it can be analyzed both with the CLAN programs and also with an additional program designed specifically for phonological analysis, called Phon.  In this paper, we describe the current shape of PhonBank and Phon, along with plans for extension of the database and further refinement of the program.

Currently, the PhonBank database includes these 14 corpora of data on child phonological development:

	Language
	Corpus
	MB
	#subs
	audio
	input

	Dutch
	CLPF
	3.5
	5
	+
	-

	Dutch
	Zink
	4.4
	4
	+
	-

	English
	Davis
	13.5
	21
	+
	-

	English
	Smith
	0.5
	1
	-
	-

	French
	Kern
	5.6
	4
	+
	-

	French
	Paris
	12.4
	3
	+
	+

	French
	RoseGoad
	2.3
	3
	+
	-

	German
	Stuttgart
	6.3
	6
	+
	-

	German
	TAKI
	3.9
	5
	+
	-

	Japanese
	Ota
	1.5
	3
	+
	-

	Portuguese
	MCF
	0.9
	2
	+
	+

	Romanian
	Kern
	3.7
	4
	+
	-

	Tunisian
	Kern
	3.0
	4
	+
	-

	4 languages
	Stanford
	1.3
	5,6,5,4
	-
	-


This table lists the language of each corpus, the last name of the contributor, the size of the corpus in megabytes, the number of children studied, whether or not the corpus is linked to audio, and whether or not the adult input is transcribed.  All of these corpora can be viewed in either CHAT or Phon format.  We are also currently working on adding the Providence English corpus (55MB, 6 children) and the Lyon French corpus (25.6 MB, 4 children) to PhonBank.

PhonBank corpora differ from other child language corpora in three regards.  First, the children’s productions in PhonBank corpora are all fully coded in IPA. Second, most of the PhonBank corpora have been collected from very young children, often between the ages of 10 and 24 months.  Third, many of the PhonBank corpora do not include transcriptions of the adult input.  This is because many of these corpora focus on an early period of learning when the match of the child’s forms to the adult input is not very close.  However, corpora such as the Paris and Lyon French corpora, the Providence English corpus, or the MCF corpus of Portuguese-Swedish bilingualism illustrate how it is possible to collect and transcribe corpora that fully record all adult-child interactions, while still providing accurate records of children’s phonological productions. 

All of the corpora, except for the Smith and Stanford archival corpora, have child utterances directly linked to audio.  This linkage allows users to replay individual segments and to apply phonetic analysis through programs such as Praat.  It also makes it possible to replay the transcripts online through the transcript browser at http://childes.psy.cmu.edu/browser.
2.  PhonBank and CHILDES

PhonBank and Phon are recent outgrowths of earlier work on the Child Language Data Exchange System (CHILDES) Project.  Work on the CHILDES Project began in 1984 with support from the MacArthur Foundation for a meeting of 16 child language researchers who agreed on a set of standards for data-sharing.  The co-organizers of CHILDES were Catherine Snow and Brian MacWhinney.  Since 1987, support for the system has come from NIH, with supplemental support from NSF.  Back in 1984, the primary emphasis was on the shift from handwritten notes to computerized files that could be subjected to automatic searching for developmental patterns.  It was not until 1995 that we began to link files to digitized audio.  In 1993, we made an initial attempt to extend the CHILDES system to work on phonology.  However, the lack of a consistent method for encoding IPA on the computer was a stumbling block.  In recent years, the advent of Unicode, XML, the Internet, improved digital audio, and cheap file storage have removed the remaining technical stumbling blocks to the establishment of PhonBank.

The overall goals of PhonBank are fully compatible with those of TalkBank, as well as with new developments in corpus phonology, as represented by other chapters in this book.  The basic idea is that, by constructing a large database of accurately transcribed data on phonological development, we can test out alternative theories regarding universals in phonological markedness vs. influences from distributional patterns in the input.  We can then use these baseline patterns from normal development to understand the range of normal variation in learning and ways in which children with language disabilities diverge from these norms in the timing and order of acquisition.  The basic tools of PhonBank can also be used to study phonological processing outside of early child language.  The same tools can be applied to the acquisition of second languages, learning and mastery of dialects, and phonological effects in aphasia and other communicative disorders.

Although the technical stumbling blocks of the 1990s are now gone, the rapid development of PhonBank is still impeded by four barriers: 1) incomplete commitment to data-sharing, 2) difficulties with transcription, 3) poor interoperability, and 4) impoverished analytic tools.  The PhonBank project is committed to removing each of these four barriers, as discussed in the next four sections.
2.1.  Data sharing

The biggest barrier to progress in the study of phonological development is the inadequate level of data-sharing in this community in comparison with child language more generally.  In the last three years, this situation has improved markedly with the 14 newly shared corpora listed earlier all coming on line since 2008. In order to share existing data sets, researchers have to make sure that they have secured IRB approval for using their data and they must transfer the relevant files to the PhonBank Project, using the methods given at http://talkbank.org/share/irb/. Once this is done, the PhonBank Project must convert all audio files (digital or analog) to .wav and .mp3 formats, and reformat all transcripts to CHAT format.  To facilitate this process, we have developed converters from LIPP, SALT, Praat, ELAN, Anvil, and Transcriber formats to CHAT.  However, even with these converters, the output may require further reformatting.  

For the study of phonological development in L2, data-sharing is still in its infancy. As a result, the study of phonological development currently suffers from many of the symptoms that were affecting the field of L1 development prior to the inception of the Phon & PhonBank initiative. Indeed, it is at the moment extremely difficult to readily access L2 phonological data from any public source. The issue is not that the data do not exist; the reality is that corpora exist and are promoted on the websites of various research groups, as part of the scientific literature. However, access to these data is often constrained by conditions that prevent any type of real public dissemination. If these corpora could be publicly shared, researchers in L2 phonology would receive unprecedented technological support for their corpus-based studies, as well as a ready infrastructure for the sharing of their data. Bringing these important improvements to the current state of affairs would also open the possibility of new and exciting research, enabling systematic comparisons between L1 and L2 phonological development and between various populations of learners, from children being raised with two or more mother tongues, to early or later bilingual development, for example. Whichever the field of empirical or theoretical interest, everyone involved would gain from such a change over the status quo.

2.2.  Transcription

With the introduction of good standards for coding phonological data, the major barrier to new data collection has become the time needed to transcribe new corpora.  To address this problem, Phon has incorporated various methods that speed the process of transcription.  Apart from methods for entering IPA characters, Phon also includes dictionaries that provide automatic insertion of the IPA forms for adult targets, as well as IPA for adult input.  These forms should be double-checked to avoid misrepresentation of dialect forms and contractions.  However, having this facility available can cut down markedly on the time needed to produce new phonological transcriptions, along with target forms.

2.3.  Interoperability
Until recently, one of the major barriers to the construction of a shared corpus on phonological development was the fact that users had prepared their corpora using a variety of programs that could not export their data in any common format.  However, we have now developed programs that convert between the CHAT and Phon formats and all other major formats for phonological analysis.  These conversion programs are useful not only for adding corpora to the database, but also for users who wish to avail themselves of analysis schemes only supported in particular programs.  For example, in order to properly analyze the development of syllabic structure, CHAT data should be exported to Phon where they can be further studied and then, reformatted back to CHAT for archiving.  Similarly, for phonetic analysis, data in the form of individual utterances can be sent from Phon to Praat and the results stored back in the Phon files.  Alternatively, Phon files can be fully converted to Praat and converted back after extensive analysis.

2.4.  Data Analysis

The CHILDES CLAN programs offer extremely good support for investigations on units such as morphemes, words and even syntactic constructions (including conversational and interactional encoding).  However, they provide only relatively little support for phonological investigations. To correct this problem, we developed the Phon program for phonological analysis. In the sections that follow, we will first briefly address the general goals of PhonBank. Then we will move on to a general description of the Phon project, with an emphasis on new and improved functionality featured in version 1.4 of the application.

3.  Phon 1.4: a detailed outlook

Phon, the software program that supports most of the needs of researchers involved in the contribution and analysis of PhonBank data (other data is available in CLAN format), is designed to facilitate a number of tasks related to the transcription and processing of spoken utterances recorded in digital format. Phon is a software program is freely available to the community as open-source software. It is compatible with both Mac OS X and Windows platforms that support Java 1.6. The development of Phon is currently supported through a grant from the National Institute of Health to Brian MacWhinney and Yvan Rose.
 Several scholars, research associates and graduate students engaged in the PhonBank research consortium have also been involved in the development and testing of Phon (in addition to the elaboration of the PhonBank database). 


In the sections that follow, we provide a description of Phon’s most central functions. We also provide screen shots whenever necessary, which also provide a look at the application’s user-friendly graphical interface. Most of Phon’s key features have been described in previous publications (Rose et al. 2007; Rose 2008). The descriptions below repeat some of the same features, however with an update provided on refinements offered in version 1.4. The order in which we introduce the functions below follows the general workflow that is often required in the elaboration of a transcribed corpus. It assumes as a starting point that the user has in hand a set of recorded data in digital format ready for transcription. However, it must be noted in this context that Phon does not impose any a priori constraint on the type of data or workflow needed to process the data; Phon’s functionality can be used in a number of different ways, depending on both the user’s needs and the state of the corpus being processed.

3.1.  Project creation and management

The elaboration of a corpus of transcribed phonological data often requires the combination of a number of data transcripts be they from a single speaker over a period of time or from a number of speakers. The recordings can also document each speaker only once or at different moments. Whichever the data gathering protocol, Phon offers a number of functions to create and manage sets of data transcripts. A Phon file (identified as “filename.phon” on the user’s computer drive) contains all data that pertain to a given transcription project. Each file contains one or more data corpus, each of which contains the individual transcripts.

(1) Phon Data Structure
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3.2.  Media linkage and segmentation 

Before The first two functions, through which the user can identify portions of the recorded media that are relevant for research (typically, words or utterances) and directly access them from the associated transcript, are similar to the ones found in CLAN, with the exception of cosmetic differences. For example, the Phon user has access to a graphical user interface (GUI) to playback the segmented utterances and modify their start or end times. In addition, given a recording with multiple speakers, the user can now perform full segmentation of a single speaker and later perform segmentation of the other speaker(s). Phon has functions to resume segmentation for each speaker as well as to reorder the segmented records so that they appear in chronological order in the transcript. 

3.3.  Phonetic transcription and validation 

To our knowledge, Phon offers the first fully-integrated system for multiple-blind IPA transcriptions. Using this system, an unlimited number of transcribers can perform their transcriptions without access to other transcribers’ work. This system also supports password protection for blind transcriptions. However, the decision to use password protection, which may be overkill in many situations, is left to the user. 

The use of multi-blind transcriptions implies the need for validation. The user (or, ideally, team of users) responsible for transcript validation can visualize and compare all blind transcriptions for each utterance. The transcription deemed the most accurate is selected with a simple mouse click and can be further modified as needed. 

The use of multi-blind transcription and associated validation systems is optional. Depending on research needs, the user can decide whether to use these functions. Only validated transcriptions are included in the transcript for research; other, non-validated transcriptions are saved as part of the project file but cannot be used for research. If the user decides not to use multi-blind transcriptions, the transcriptions are entered directly into the transcript. Except from the mode of entry into the session editor (multi-blind or direct), the interface for multi-blind transcriptions or direct data entry is identical. 

Whichever mode of transcription the user prefers, Phon provides useful functions to streamline the inherently time-consuming process of transcription. For example, a built-in IPA map is provided, which interacts with the session editor in a way that reduces the amount of mouse clicks to a minimum. In order to further streamline the work involved with transcription, we recommend that users incorporate an IPA keyboard layout such as IPAKeys (Mac OS X) or Keyman (Windows), available from the Unicode sections listed on the CHILDES main portal (http://childes.psy.cmu.edu/). 

Phon also supports built-in dictionaries of pronounced forms, which provide quick access to generic target (adult) forms. Already present in the 1.3 version are dictionaries for Catalan, English, French and Spanish. We are now in the process of incorporating the Fonilex dictionary of Dutch (Flemish) pronounced forms, thanks to an initial contact by Steven Gillis and a very positive response from Piets Mertens. Also, in collaboration with Maarten Janssen from the Instituto de Linguística Teórica e Computacional and the Portuguese team led by Maria João Freitas at Universidade de Lisboa, we are also working on adding a European Portuguese dictionary. 

3.4.  Division of the transcribed utterances into Word Groups 

Research in phonology often requires a segmentation of transcribed utterances into smaller domains such as phrases or clitic groups, all of which are potential domains for phonological processes. The Phon user can break the transcribed utterance into domains which we call ‘word groups’. This further division of the utterance, controlled at the level of the orthographic transcription, is automatically reflected in the IPA Target and Actual tiers, or any group-aligned user-defined tier such as the “Morphology” tier in the example below (note also the absence of bracketing in the notes tier, which is not group-aligned). 

Example Record:
Orthography: [I love] [to study] [child language]
IPA Target: [ˈaɪ ˈlʌv] [tə ˈstʌdiː] [ˈʧaɪld ˈlæŋɡwəʤ]
IPA Actual: [a ˈlaf] [ə ˈtadi] [ˈʧaɪ ˈjæwəʒ]
Morphology: [pro V] [P V] [N N]
Notes: This is just an example 

Word Group alignment effectively provides a system for ‘vertical’ analysis across target and produced forms within each utterance, which can also be used to narrow down searches to particular domains. Because of non-trivial constraints, however, nested or overlapping word groups are currently unsupported. We have no plans to tackle this issue at this stage. 

3.5.  Automatic segmental feature labelling 

Each symbol of the IPA, including diacritics, entered in IPA Target or Actual transcriptions, is associated with a set of descriptive features. This association is effective in the background (invisible to the user). Features and feature combinations can be used in many types of queries. Phon’s feature set is as general and redundant as possible, in order not to impose any bias on the analysis. 

We are planning to incorporate in a future version a feature set editor, in order to give the user the ability to add or remove features for a given symbol, and also add additional symbols to the set. This latter function will be useful for the transcription of sounds which have no clear correspondence with the IPA. For example, once the editor is in place, the user will be able to add a cover symbol such as “F” in the transcript, and associate the feature set {Labial, Continuant} to it, irrespective of other potential specifications such as {Voiced} or {Labiodental}. 

3.6.  Automatic syllabification 

Within the IPA Target and Actual tiers, Phon automatically breaks down each transcribed word into syllables, and provides a syllable constituent label (e.g. onset, nucleus, coda) to each segment. The syllabification is derived through an algorithm using a deterministic cascade of rules, in a way similar to traditional theories of syllabification. In cases when the algorithm produces spurious results, for example when dealing with an unusual sequence of segments, the user can modify the syllabification directly from the GUI, using a contextual menu. We currently provide syllabification algorithms for languages such as Catalan, Dutch, English, French, European Portuguese and Spanish, including a number of different algorithms for many of these languages. We are working directly with users to add support for additional research needs, for example an algorithm for Gurindji, to be released with version 1.4 of the application. While we are not considering this a pressing priority at this time, we are considering the possibility of giving the user access to the editing of syllabification algorithms in future versions. 

3.7.  Automatic phone alignment 

In addition to syllabification, Phon also performs automatic alignment of IPA Target and Actual phones. This function relies on a ‘best-guess’ dynamic programming algorithm. The alignment is confined within word groups, considered to be independent domains of analysis but however transcends syllable boundaries within the groups. This enables, for example, the alignment of [s], syllabified in the coda of the first syllable in ‘pasta’, with the [s] syllabified in the onset of the reduced form ‘pasa’. 

In the lines below, I will thus limit the discussion to basic descriptions of these features and refer the interested reader to these works. The descriptions below will however serve as useful preamble to a more in-depth discussion of some of the most recent additions and improvements currently available in version 1.4 of the application. This discussion will focus mostly on recent developments in the areas of data searching and reporting. However, many other improvements were brought to the applications, including a streamlined Session Editor, illustrated in (1) below. 

(2) Session Editor
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Researchers already acquainted with the application’s interface will notice a move of the tier labels to the left hand side of the interface, which offers more vertical screen real estate for data visualization and editing. Other improvements include an overall leaner and improved graphical user interface (GUI). Also, less obvious but crucially relevant are ‘under-the-hood’ changes which bring more efficient memory management to the application, particularly useful for the processing and searching of large data sessions. 

Media linkage and segmentation

Using these first two functions, both of which are accessible from the application’s GUI, the user can, first, identify portions of the recorded media that are relevant for research (typically, words or utterances). Once the relevant speech segments are identified, they correspond to records in the database, from which the user can trigger the playback of these media portions or, if needed, further modify their start or end times. 

Phonetic transcription and validation

As mentioned above, the task of phonetic transcription is an onerous one, but also one of prime importance, as many phonological analyses depend on the quality of the transcriptions contained in the database. It is with such important facts in mind that we endeavoured to create a fully-integrated system for multiple-blind IPA transcriptions. Using this system, a virtually unlimited number of transcribers can perform their transcriptions without access to other transcribers’ work. Phon also supports an optional password protection system for blind transcriptions. 

The use of blind transcriptions implies the need for validation. The user (or, ideally, team of users) responsible for transcript validation can visualize and compare all blind transcriptions for each utterance. The transcription deemed the most accurate is selected for analysis, and can be further modified if needed, for example supplemented with details noted in other blind transcriptions. While the use of multiple-blind transcription and associated validation systems is optional, only validated transcriptions are available for further data processing and searching. In case the user decides not to use multiple-blind transcriptions, the transcriptions are entered directly into the transcript. In this case the transcriptions do not need further validation to be available for further data processing. 

Phon also provides useful functions to streamline the transcription process. These include a built-in IPA map, which helps the selection of IPA symbols, the full set of which is supported by the application. Phon also supports built-in dictionaries of pronounced forms, which provide quick access to generic target (adult) forms. Of course, the types of generic citation forms found in these dictionaries do not provide accurate fine-grained characterizations of variations in the target language (e.g. dialect-specific pronunciation variants; phonetic details such as degree of aspiration in obstruent stops). However, when used with the appropriate care, they can help streamline many of the steps involved in phonetic transcription.

Word Groups for domain-based coding and analysis

Orthographically or phonetically transcribed utterances in Phon can be broken into smaller domains such as phrases, clitic groups or words, all of which are potential domains for phonological processes. This further division of the utterance is automatically reflected in the IPA Target and Actual tiers (and other, user-defined tiers). As we can see in (2), the preposition ‘with’ is marked as truncated (through parenthetic bracketing) in the Orthography tier. While this coding indicates something about the child’s omission of a function word, this information, contained in its own word group, does not interfere with the phonological analysis of the utterance in the IPA Target and Actual tiers. This omission is indeed irrelevant to questions that pertain to the phonological comparison between the expected and produced word forms. 

(3) Word groups
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Searches on aligned Word Groups enable the quick identification of such word omissions on the learner’s part. Word Group alignment thus effectively provides a system for ‘vertical’ analysis across target and actual forms within each utterance, which can also be used to narrow down searches to particular domains. 

Automatic labelling of features and syllabification

All symbols of the IPA (including diacritics) entered in the IPA Target and IPA Actual tiers are automatically associated with a set of descriptive features. The feature set incorporated into Phon is meant to be as theory-neutral as possible, at least for the phonologist assuming a featural level of phonological encoding. (Researchers rejecting this theoretical construct do not need to assume it to take advantage of other Phon functionality.) As such, the feature set supported in Phon it does not assume any theory of feature underspecification or implicational relations between redundant features. For example, nasal consonants are also specified for the features {Sonorant} and {Voiced}.
 The features associated to IPA symbols can be used in many types of queries, independent of the symbols themselves, which facilitates the identification of natural classes. For example, researchers interested in high, front vowels ([i, y, ɪ, ʏ]) do not need to list all the individual symbols; they can access such phones though a simple listing of two features: {High, Front}.

Following the same theory-neutral philosophy as much as possible, we also implemented into Phon two automatic algorithms for data labelling. The first consists of a system for the encoding of syllable-level information. This system consists of a syllabification engine whose behaviour can be controlled through a deterministic cascade of rules which are created based on specific approaches to syllabification. Syllabification rules can be defined to encode the syllable structure of virtually any language under investigation upon users’ requests. The second algorithm consists of a dynamic programming system that makes ‘best-guesses’ about the alignment of target and actual word forms. Examples of syllabification coding be seen in (3a), where the syllable labelling is represented in colours (onset consonants in blue; nuclear segments in red; codas in green)
 and the alignment as a vertical organization between IPA Target (first line) and IPA Actual (second line) forms, in (3b). 

(4) Syllabification and alignment

a. Syllabification
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b. Alignment
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Of course, as it is the case with all algorithms included in the program, the user is able to perform manual adjustments of the computer-generated labelling whenever necessary, for example though a contextual menu in (3a) and the left/right moving of individual phones in (3b). Note as well that these two screen shots come a single record, however with different tier visualization options. This partly illustrates the fact that Phon users can control the visualization of each tier as well as the ordering of these tiers in the Session Editor. 

Query and reporting functions

Databases managed within Phon can also be queried using a powerful search system specifically created for the specific needs of phonologists. After all transcription and data-coding tasks are performed, the user is in a position to start taking full advantage of the application, through its search and reporting functions.  Using specialized functions such as those described in more detail in the next section, the user can build textual strings, regular expressions and ‘phonex’ expressions
 to query transcribed data, feature- or syllabification-related information as well as other information relative to the transcribed data (e.g. participants’ names, ages or age ranges). Also, a feature crucial in the context of phonological development, the user can perform systematic comparisons between Target and Actual forms in order to assess phonological performance of the documented learner within and across recording sessions. In addition, Phon incorporates support for the detection of consonant and vowel harmony as well as consonant metathesis. The data returned by the query functions can be visualized directly in the application (and further edited if needed) or saved as reports in many different formats. 

•••••••••••••••••••••••••••••••••••

Need a section on phonex, the language that links everything together:

Phonex (Phon Expressions) is a language built for Phon which allows the use of expressions known to most linguists (e.g. onset, coda, affricate, uvular, etc) in several of Phon's searches (Data Tier, Aligned Phones, and AlignedGroups). Initially, phonEx may appear complicated. However, due to its linguist-friendly terminology, it does not take long to become familiar with creating searches. The rest of this section will detail how to perform searches using phonEx.

PhonEx allows you to search for phones or metaphones (e.g. stress markers, syllable boundary markers) of interest. Searches can be as broad or specific as is required. For instance, you can search for all instances of [b] in word-initial, stressed positions, or you can search for all labials in any position. In order to use phonEx, you must become familiar with its syntax. PhonEx uses a matcher to match or find desired (meta)phones. A phonEx matcher is simply a sentence written in a language Phon can understand, telling it what to search for. Here is an example matcher:

••••••••••••••••••••••••••••••••••

The study of L2 phonological phenomena, and beyond

In the context of the main theme of the current volume, which relates to second language development, it should be obvious that the Phon & PhonBank initiative can benefit research in this and other areas as well (e.g disordered phonological systems). Similarly, specialists of loanword phonology can take advantage of many functions available in Phon to assess patterns of loanword adaptation within and across languages. Finally, and among many other potential topics, the Phon & PhonBank project, through its natural connection to the TalkBank database, can facilitate research on the phonological characterization of language dialects. In the subsections that follow, I address these topics in turn. Before going into the heart of these matters, I begin in the next subsection with a brief but significant observation on the field of second language research in phonology. 

In the subsections that follow, I illustrate a few types of investigations enabled by Phon & PhonBank, with the hope of enticing researchers in L2 phonological development into this exciting, collaborative opportunity.
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�	The Phon project was initially funded in-house at Memorial University of Newfoundland and then supported through the Canada Foundation for Innovation, the Social Sciences and Humanities Research Council of Canada, as well as a Petro-Canada Award for Young Innovators. 


�	Feature sets in Phon are specified between braces, with each feature beginning with a capital letter. 


�	Other syllable constituents such as appendices and onsets of empty-headed syllables are also supported. They are invoked in algorithms that assume the validity of such constituents. 


�	Phonex expressions use the specialized language created for the need of queries of phonological properties that transcend strings of phonetic symbols. For example, using phonex, the user can specify a search for voiceless coronal stops in onsets, as follows: “{-Voiced, Coronal, Stop}: Onset”.





